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Abstract—This paper presents circuitry conceived to be
part of a massively parallel image processing array. Its
main feature is a high degree of reconfigurability in order
to extract different regions of interest (ROIs) across intra-
frame high dynamic range (HDR) scenes. To this end,
two photodiodes are included at each processing element
(PE). One of them senses the pixel value whereas the
other one, working collaboratively with the rest of PEs
of the ROI, senses the average incident illumination on the
region. As a result, the photointegration period for each
ROI is asynchronously set during a single image acquisition
stage. Another remarkable characteristic of the hardware
is its low-power operation. We report some experimental
results based on a previous prototype smart image sensor.
By exploiting its processing capabilities, we emulate the
behavior of the proposed circuitry. Direct applicability is
demonstrated for the Viola-Jones vision algorithm.

I. INTRODUCTION

When it comes to image sensing and processing,
CMOS technologies presents a fundamental advantage
over CCD technologies: the possibility of incorporating
processing circuitry close to the photosensitive devices.
This enables the VLSI implementation of smart image
sensors [1]–[4] capable of delivering not simple raw
images but elaborated scene representations. These rep-
resentations are attained in a very efficient way, greatly
lightening subsequent stages along the vision processing
chain. One of the primary aspects that smart image
sensors have to deal with is the potential existence of
scenes featuring a wide range of intra-frame illumina-
tions. In such cases, assuming the usual photocurrent
integration mode, the application of the same exposure
time across the pixel array leads to either over-exposed
or under-exposed regions. The consequent low contrast
and missing details can make the processing of these
regions unfeasible. Numerous techniques, each differ-
ently compromising the performance parameters of the
sensor, have been proposed to address this issue [5].
Most of them are focused on providing high-quality
images. However, this does not have necessarily to be a
strong requirement in artificial vision. There are vision
algorithms that can afford to work with lower quality
images provided that a minimum amount of informa-
tion is still available. And lower quality images can
be achieved by simpler and more effective techniques,
increasing the performance of the system as a whole.
The hardware proposed in this paper fits this scenario,
being specially suitable for algorithms demanding ROI
extraction [6]–[8]. It is based on the realization of a

massively parallel processing array. The interconnections
between its constituting mixed-signal PEs are set block-
wise through peripheral circuitry. The exposure period of
the pixels within each block is independently determined
according to the average local incident illumination. As
a result, different regions of interest can concurrently be
extracted across an HDR scene through a single image
acquisition stage. While certainly reducing the fill factor
when compared to other approaches previously reported,
our proposal presents significant advantages. First of all,
the extremely simple control required. Once the pixel
reset is done, the only control operation remaining is
to finish the image acquisition at the temporal point
demanded by the prescribed frame rate. During that
time interval, self-adapting sensing takes place within
each preconfigured block. Other strength is precisely
the reconfigurable nature of the hardware, enabling ROI
extraction for any kind of rectangular shapes. Finally,
the circuitry features low-power voltage-mode operation.
This is a key point for application scenarios where
energy-efficient smart image sensors are required, e.g.
robotics, autonomous surveillance or UAVs. In order to
show some results expected from a chip — currently
under design — including this hardware, we present an
experimental emulation of its operation. This emulation
is accomplished by making the most of the processing
capabilities of one of our previous prototype smart image
sensors.

II. PROPOSED CIRCUITRY

Fig. 1(a) shows the circuitry to be included at the
PEs in order to achieve block-wise intra-frame HDR
imaging. It is meant to operate conjunctively with a
similar implementation of the peripheral hardware for
column-wise and row-wise focal-plane division control
described in [2]. This hardware has demonstrated to be
easily programmable and power-efficient, providing a
fast way to establish different interconnection patterns
between the PEs of a processing array. Let us now
explain how the proposed circuitry works, illustrating its
operation by means of the timing diagram in Fig. 1(b).
Two photodiodes and two sensing capacitances are used.
They are nominally identical, but this is not a major
limitation in terms of strict matching requirements, as
will be seen later. Their reset to the voltage Vrst, which
coincides with the upper limit of the signal range, is
controlled through the signals RST EN and PI EN.
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Fig. 1. Proposed circuitry to be included at the PEs of a smart image sensor (a) and an illustrative timing diagram (b).

When both of them are set to logic ‘0’, the reset of
the so-called pixel photodiode, averaging photodiode
and averaging capacitance is immediately enabled. If
the voltage VAVij

starts from a value above the input
threshold voltage of the inverter, Vthinv

, the reset of the
pixel capacitance is concurrently initiated. Otherwise, as
is the case in Fig. 1(b), this reset will be delayed slightly
until VAVij

reaches that threshold. A key aspect of the
circuit is that the inverter must be designed in such a
way that Vthinv

is located just at the middle point of the
signal range, that is:

Vthinv
=
Vrst + Vmin

2
(1)

where Vmin is the lower limit of the signal range. Thus,
the integration interval for each block will be determined
asynchronously according to its incident illumination,
once RST EN is set back to ‘1’. At that time instant,
photointegration begins concurrently in both the pixel
capacitance and the averaging capacitance. However,
while in the former it is carried out in an isolated way,
charge redistribution takes place in the latter among
the averaging capacitances interconnected through the
switches controlled by ENi,i+1 and ENj,j+1. Keep
in mind that these signals come from the peripheral
circuitry previously commented. As a result, the voltage
excursion1 due to photointegration for each pixel within
a certain block k is given by:

∆Vij =
Iphij

C
Tk (2)

where Iphij denotes the sum of the photogenerated cur-
rent plus the dark current and Tk is the photointegration
period, the same for all the pixels composing the block.
In order to obtain an expression for this period, it must

1For the sake of simplicity, we define the voltage excursion as the
difference between the initial voltage, Vrst, and the final voltage. This
permits to get rid of the minus sign.

be observed that, since the averaging capacitances are
interconnected, the following equation holds:∑

∀i,j∈k

Iphij
= −WHC

dVAVk

dt
(3)

where W ×H are the dimensions of the block, in pixels,
and VAVk

is the voltage at the averaging capacitances,
the same at each of them due to the charge redistribution
taking place constantly. The photointegration at the pixel
capacitances will finish when VAVk

reaches Vthinv , that
is, from Eq. 3:

Tk = WHC
Vrst − Vthinv∑

∀i,j∈k Iphij

(4)

which can be expressed, taking into account Eq. 1, as:

Tk =
C

2

∆VijMAX

Īphk

(5)

where ∆VijMAX
= Vrst−Vmin represents the maximum

pixel excursion, and Īphk
is the block average current

generated during the photointegration period. If the effect
of the dark currents can be neglected, this current is
directly proportional to the average incident illumination
on the block. By substituting Eq. 5 in Eq. 2, the
following voltage excursion for each pixel is obtained:

∆Vij =
∆VijMAX

2

Iphij

Īphk

(6)

where we can see that the maximum pixel illumination to
be detected without saturation is double of the average
illumination of the block. It is this property, together
with the possibility of confining its application to any
particular rectangular-shaped block, what really endows
our hardware with the capability of extracting ROIs
across HDR frames. As an example, the dynamics of
two pixels belonging to the same block along with
the corresponding local averaging voltage is depicted in
Fig. 1(b). In blue, a pixel whose illumination is below the



average block illumination is represented. In green, we
show a pixel receiving illumination above that average.
Notice that the integration period for all the pixels of
the block ends at the same time instant without requiring
any external control. That instant is set when the sensing
of the average incident illumination reaches the middle
point of the signal range. Nevertheless, the signal PI EN
permits to finish the photointegration for those regions
whose illumination is so low that it does not reach
that middle point within the limit established by the
prescribed frame rate. Notice also that most of the energy
E required to complete the operation is injected during
the reset stage:

E = MN(C + Cph)V 2
rst (7)

where M×N is the resolution of the array and Cph rep-
resents the capacitance of the photodiodes. Considering,
for instance, a VGA array with C = 100fF, Cph = 20fF,
Vrst = 1.5V and 30fps, the power consumption would
only amount to ∼ 2.5µW. There is also some consump-
tion associated with the switching of the digital circuitry
at the periphery and the two digital gates at each PE,
but it should definitely be negligible at typical frame
rates. The worst scenario that could happen is for those
blocks featuring low illumination, and consequently slow
photointegration discharge. In such a case, the averaging
voltage VAVk

could remain close to Vthinv during a
non-negligible fraction of the photointegration period,
drawing current from the inverters forced to work in their
transition region. This highlights again the importance of
a careful design of this logic gate, not only by adjusting
its input threshold but also by making its voltage transfer
characteristic as abrupt as possible.

To finish this section, we must clarify the implicit
assumption in Eqs. 2 and 3 that the current generated
during the integration period coincides at both the pixel
photodiode and the averaging photodiode. There are
two major sources of non-ideality. First of all, the
unavoidable mismatch of any physical implementation,
which is translated into a slight deviation with respect
to the nominal integration period. Anyway, we will
demonstrate in the next section that a very accurate
adjustment of that period is not so crucial, at least for
the vision algorithm analyzed. And second, the existence
of textures featuring a spatial resolution smaller than
the maximum spatial resolution observable with the
pixel pitch available. In this case, the deviation between
the sensed illuminations could certainly be significant,
depending on the characteristics of the texture. As a
concluding remark, we must say that the idea of using
two photodiodes per PE to capture HDR images is not
new. It was already reported in [9], but the approach to
the problem is very different. In that work, the authors
posed a time-to-saturation technique where a photodiode
is used to detect saturation and the other holds the
adequate value of the pixel. The control scheme proposed
is more complex than the one described in this paper and
no ROI adaptation is provided.

III. EXPERIMENTAL RESULTS

In order to emulate the behavior of the circuitry just
presented, we have exploited the focal-plane processing
capabilities of the FLIP-Q prototype [2] as well as
the external memory and processing resources of the
Wi-FLIP system [10]. The FLIP-Q prototype already
implements block-wise focal-plane reconfigurability and
block averaging. Unfortunately, this averaging is destruc-
tive with respect to the pixel values, what forces us to
first find the integration time Tk for each block. It is
accomplished by setting different integration periods. For
each period, and for each block, we check the corre-
sponding average value, registering the period that leads
to the closest averaging to the middle point of the signal
range. A matrix is eventually obtained in which a certain
integration period is assigned to each block. This subset
of integration periods is then swept, disabling previously
the averaging operation in order not to destruct the
pixel values. As an example, consider Fig. 2. The first
column shows a scene uniformly illuminated on which
we apply the Viola-Jones algorithm for face detection2

[6]. All the faces are detected, together with three false
positives. In the second column, the same scene presents
now a noticeable non-uniform illumination, causing a
number of saturated pixels at the upper left area. Both
images — uniformly and non-uniformly illuminated —
were captured by Wi-FLIP considering the whole frame
as a single block. The same exposure period, 992ms
and 11ms respectively, was therefore applied to all the
pixels according to the average global illumination. In
the first case, this approach is valid due to the uniform
illumination. In the second case, it does not work. Face
detection is not possible in the saturated area since
most of the information has been lost. Note on the
other hand the robustness of the algorithm for detection
in dark areas. This robustness arises from the cascade
of classifiers supporting its operation. These classifiers
are normalized in order to handle different lighting
conditions. As a result, even when feeding the algorithm
with low-quality data, it still performs well. This is
confirmed by the results shown in the third column3.
Here, in order to retrieve the missing details at the over-
exposed upper left area, we have established a regular
2×2 block division. The integration period for the pixels
within each block is independently determined according
to Eq. 5. Since the sweeping of exposure periods cannot
be carried out with infinite temporal resolution, we set
search steps of 100µs. The real hardware should provide
a much finer resolution. The artifacts generated by this
scheme are quite noticeable, but from the perspective
of the algorithm, they do not disturb: all the faces are
detected without false positives. This absence of false
positives deserves further consideration. The proposed
block division is capable of providing the algorithm with

2Specifically, we apply the implementation of this algorithm pro-
vided by the OpenCV library, available at opencv.willowgarage.com.

3All the images shown in Fig. 2 together with others demonstrating
the capability of adaptation to regions of different sizes can be found
at www.imse-cnm.csic.es/mondego/IISW2013/
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Fig. 2. Experimental results demonstrating that block-wise HDR imaging can be very effective to provide a vision algorithm with just the
information required to succeed. In the third column, the integration periods for each block are, from left to right, up to down, 3.9ms, 24.2ms,
21ms and 45.1ms respectively.

the required information to succeed. But at the same
time, it filters out spurious details that, as demonstrated
for the uniformly illuminated case, trigger false positives.
This corroborates the idea stated in the introduction.
When it comes to artificial vision, understood as the
process of extracting relevant information from a visual
stimulus, the design of smart image sensors should not be
driven exclusively by the capture of high-quality images
and the subsequent implementation of typical low-level
processing. The characteristics of the underlying vision
algorithm must be taken into account since the very
beginning. A thorough analysis of such characteristics
will enable the possibility of conveying to the sensing
stage just those operations where the smart sensor can
really become efficient.

IV. CONCLUSIONS

In artificial vision frameworks, smart image sensing
must intimately be related to the vision algorithm to be
implemented. In this paper, we propose reconfigurable
low-power circuitry for block-wise HDR imaging. The
objective is to provide vision algorithms with the flexibil-
ity to deal with a wide intra-frame range of illuminations
accordingly to their specific needs.
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